ABSTRACT
The mining industry is faced with imperatives to improve worker safety and productivity, adapt to skills shortages, high worker turnover rates, and provide more effective maintenance to new and ever more complicated plant and equipment. While more effective use of data combined with advanced analytics offers opportunities for improvement, providing this information to the worker in the field, in real-time, has proven expensive, cumbersome and ineffective. New capabilities are now emerging which address some of the limitations experienced to date.

Augmented reality (AR) provides a means to overlay interactive digital information on top of the physical world. Combining the latest visual display, mobile computing and ‘track and trace’ technologies, AR provides an experience similar to a Heads-Up Display in a fighter jet through small, personal devices, such as smartphones or wearable glasses. Applying AR would allow a mobile worker to ‘see’ all relevant information for a given task, in the context of their physical environment and at the time they require it.

This paper examines a number of use-cases of how AR can be applied to the mining industry and the benefits that can be realised.

INTRODUCTION
The global mining industry is challenged with the need to produce ever increasing tonnages, safely and with a reducing number of skilled, experienced workers. The skills shortage is compounded by several factors as outlined by Johansson, Johansson and Abrahamsson (2009). First, the retirement of the baby boomer generation (a phenomenon sometimes referred to as ‘the big shift change’) is leading to a rapid loss of knowledge, the impact of which is aggravated by an historic loss of interest in mining and engineering in the late 80’s and early 90’s that saw fewer ‘generation X’ seeking careers in these areas. Second, the remoteness of most mine sites makes hiring and retaining staff to work at these locations difficult. Third, the average retention time of workers in the industry is dropping, partly due to a general trend across all industries, but also specifically contributed to by high demand for experienced mine workers creating wage opportunities and aforementioned challenges of working in remote locations.

In addition to all these factors, the level of automation on mine sites is increasing, with a commensurate increase in the complexity of the machinery being operated. The increase in equipment complexity would typically be accompanied by an increase in specialisation of operators and maintenance personnel, but this is difficult in a skills constrained environment. The increasing requirements for training and compliance also make it less practical to simply ‘fly-in’ specialists, as it is not uncommon for workers to require several days of training and inductions in order to be able to conduct a few hours of work on a mine site.

Faced with all these challenges, the application of augmented reality in the mining industry would help overcome the challenges faced by maximising the safety and effectiveness of personnel on mine sites. The benefits would manifest themselves...
through better maintenance outcomes, more effective training, better collaboration and knowledge transfer, and enhanced situational awareness for improved safety.

**DESCRIPTION OF AUGMENTED REALITY**

To augment is to add something. Augmented reality (AR) adds information and functionality to the real world. To understand how this might work and be useful, imagine looking up at the night-sky; suddenly the names appear next to all the stars and planets, and lines appear joining all the stars of the constellations. Perhaps, being interested in real estate, you are looking at a house in a street, and the information about the house’s last sale price is shown on top of the house. This is all possible today, with common, consumer level technology like iPhones and free or low cost applications such as ‘pocket universe’, the ‘Commonwealth Bank real estate’ app or the ‘Metro Paris Subway’ app (Broughall 2010) (Martin 2009) (PresseLite, 2010).

![Figure 1: Metro Paris Subway application for iPhone (PresseLite, 2010)](image)

AR is the technology behind such applications. In a few short years, AR has quickly progressed from high-cost research projects funded by governments and consortia of large enterprises, to a technology available on low cost consumer devices. Driven by consumerisation, the pace of technology advancement has accelerated in the last two to three years.

Unlike ‘Virtual Reality’ where an entire world is recreated, AR simply overlays computer generated images or information onto the real world. An example of see-through displays are the heads-up display (HUD) in a fighter plane that show target information and position of radar contacts to the pilot. Compact and wearable versions of the classic aircraft HUD are now available, and packaged into devices only fractionally larger and heavier than common safety glasses. Hand-held devices, such as smartphones and iPads can also create the effect of an ‘augmented’ window on the world. As the user holds up the device, images or text are super-imposed on the camera image in real time. To the user, it provides the illusion that the device is see-through but with information overlayed on the surface of the display.
AUGMENTED REALITY AS A MAINSTREAM TECHNOLOGY

The iPhone 3Gs released in 2009 was one of the first mainstream consumer devices with the integrated GPS, compass and accelerometer sensors required for AR. Not long after the iPhone 3Gs, Google’s Android operating system made its entrance and is now available on quite a number of devices. The number of AR capable smartphones alone grew from eight million in 2009 to over 100 million in 2010 (Holden 2011).

There has also been an explosion of AR applications available on smartphones and tablets. This has been driven by the explosion of location-tagged data and advances in object-recognition technologies. For example, Metaio (2011) have developed an iPhone application (Figure 2) that recognises a printer and then displays repair instructions for the identified make and model.

Fully transparent head-mounted displays are a much more practical solution for implementing augmented reality, and allow ‘hands-free’ operation. Until very recently, the cost of ‘see-through’ near-eye displays have been cost-prohibitive, but in 2012, Google announced their ‘Glass’ project – an integrated AR headset with see-through display (Figure 3). A limited release of 8000 units has been made available to selected public beta testers in 2013, at a price of only $1400 per unit.

Due to the explosion of consumer AR, led by companies like Google and Apple, it is our belief that a broad range of industry and consumer market solutions will become commonplace in less than five years.
APPLICATIONS OF AUGMENTED REALITY IN MINING

DIGITAL INSTRUCTIONS

One of the most promising and exciting possibilities for AR is to assist in assembly or repair tasks. The concept is quite simple - step by step graphical instructions are overlayed and appear on the actual item being worked on, such that the worker is shown exactly where to fit the next part or insert the next screw. Using see-through head-mounted display technology allows the worker to use both hands for the task at hand rather than fumbling with paper instructions, laptops or personal digital assistants (PDAs).

The possibilities and benefits of AR for maintain, repair and overhaul (MRO) tasks can be grasped intuitively: the work instructions should be much easier to understand; an untrained worker is likely to perform the task as well as an experienced worker; and the task is likely to be completed faster and with fewer errors. Experiments have shown that AR does indeed improve the outcome of maintenance and assembly tasks - principally by improving productivity and reducing errors (Reinhart and Patron 2003).

As early as 1990, technology demonstrations were being developed to assist workers with maintenance or assembly tasks (Caudell and Mizell 1992). A surge of interest occurred in the late 1990's and early 2000's, with keen interest shown by automotive and aerospace manufacturers, and by the nuclear power industry who sponsored expensive prototype projects. The significance of these projects was that the organisations backing them recognised the benefits that could be realised if a workable AR system could be developed. While these projects all succeeded in producing functioning prototype systems, they were limited by the technology of the day that prevented widespread practical implementations in real-world environments.

Benefits

For a mining operation, the presentation of digital instructions with AR technology provides benefits in three areas: 1) improvement to equipment availability; 2) reducing reliance on key personnel; and 3) improved health and safety outcomes.

Equipment availability would be improved as a result of reduction in mean time to repair (MTTR) and by a reduction in human errors. AR would directly reduce both the time required to complete tasks and number of errors made. A reduction in reliance on key personnel would be achieved because workers could safely and reliably perform a wider range of tasks, possibly with less training. AR experiments have shown that personnel with less training or experience can satisfactorily complete tasks, in almost the same time and with almost the error rate as experienced personnel (Ong, Yuan, Nee 2008). This result becomes even more significant when considered in the light of factors such as the skill shortages in Australia, ‘the big shift change’ of the retiring baby-boomer generation, the need to maintain increasingly complex machinery and a tendency to shorter retention time for workers.

Case Study

There are many maintenance repair and overhaul tasks undertaken on mine sites that are applicable to AR. These are typically related to fixed-plant maintenance or heavy vehicle maintenance. The specific case studies presented below demonstrate the benefits of AR instructions for heavy vehicle maintenance.

Henderson and Feiner (2009) developed and field tested an AR system for maintenance of armoured personnel carriers. The application, operational constraints and tasks supported were very similar to those required for the effective maintenance of heavy mining equipment. The prototype was developed to support United States Marine Corps mechanics operating on LAV-25 armoured personnel carriers, which is a light-wheeled military vehicle. Like mining vehicles, the LAV-25 includes
a large amount of electrical, mechanical, hydraulic and pneumatic infrastructure.

Wearing head-mounted displays (HMDs), the mechanics operated the system hands-free, with instructions appearing directly on the equipment being worked on. Instructions were provided as a combination of pointers (highlighting the location of components on the vehicle), text instructions, graphical instructions (e.g. showing direction of rotation of fixings or correct orientation of parts) and informational displays (such as 3D views of sub-components). The system was completely wearable and could be operated even within the restricted work area inside the turret of the vehicle.

The mechanics involved were able to complete a sequence of tasks using AR more quickly than with other instructional methods. The system reduced the head movements required and was favourably received by experienced mechanics who were positive about the approach in terms of intuitiveness and satisfaction.

**REMOTE COLLABORATION**

AR provides a breakthrough in the effectiveness of remote collaboration. By enabling a shared real-time view of the world, AR allows a remote operator to see exactly what a worker is looking at, providing them with in-context guidance or even bringing themselves into the worker’s environment to demonstrate more complex actions.

While there have been major advances with collaboration technologies’ interaction through a hand-held device, laptop or fixed workstation, they still require a user to translate the information they receive into the context of the world around them. Furthermore, having workers alternately focus between a mobile device or desktop and their current environment increases cognitive load requirements (Alem, Tecchia, Huang, 2011). Using AR, a worker or remote operator is no longer dependent or constrained by their peer’s observational and descriptive abilities. Rather than describing where to find a particular element in a schematic, a remote operator can simply highlight the area within the user’s view, decreasing margin for error and increasing productivity.

Although it has been found that shared voice, imagery and a shared pointer using a shoulder worn active camera laser may be sufficient for many remote collaboration tasks, ReMoTe (Remote Mobile Tele-assistance), a project by the Commonwealth Scientific and Industrial Research Organisation (CSIRO) (Alem, Tecchia, Huang, 2011), found that a projected hand is more effective for remote guiding than a simple pointer as the hand could be used to convey more complex hand movements from “take this and put it here” to doing a “specific rocking movement with a spanner”. In addition to remote guidance, remote operators can find documents and ‘show’ them to the field worker in an augmented workspace or allow multiple remote collaborators to interact within the worker’s world for collaborative product development as highlighted by Ong, Yuan, and Nee (2008).

In addition, Ong, Yuan, and Nee (2008) highlighted that “collaborative AR-based applications are being extensively explored due to their usefulness in manufacturing”. They highlighted a number of case studies including an AR tele-training system that enables collaboration on training tasks and an internet based AR system for product maintenance that can be leveraged by geographically dispersed users.

**Benefits**

Within mining the attention on remote collaboration has been steadily increasing due to severe skill shortages, the increasing difficulty of attracting experienced staff to work at remote locations and increased costs of running 24x7 manned operations (Farrelly and Records 2007). It is expected that the future mining working environment will consist of a skeleton on-site workforce that remotely collaborates with external specialists, partners and supervisory staff working out of remote operations centre in major urban centres.”
with external specialists, partners and supervisory staff working out of remote operations centre in major urban centres (Bassan et al 2008). In some cases the remote experts will be retired staff who are unable to work on-site anymore, but kept on retainer due to their deep expertise. Covering a larger breadth of duties, the skeleton on-site staff will be unable to have deep expert skills and will rely on remote collaboration and thus AR to maintain operations. Specifically, it is expected that AR will be of particular value in remote maintenance, emergency responses and for enhancing knowledge retention and management.

As mentioned, the use of AR can significantly improve the mean time to repair and reduce human errors. In such situations, AR can be leveraged to remotely guide a technician through the necessary steps for repair, investigation and operation. Not limited to simple pointers or verbal cues, the remote expert can highlight areas or even overlay previous work history on top of the worker’s current view. In the case of emergency responses AR can be used to rapidly engage with medical response teams. All mining workers undergo significant safety and health training. Unfortunately, findings from Patterson (2009) indicated that recalling information where a worker must apply previous knowledge “require high mental demand which can cause problems in unusual emergency situations”. AR allows a worker to receive medical support from officers en route to the incident. The medical team can highlight specific steps that a worker should take such as removing particular debris from the area. More importantly, the en route medical team can highlight areas they would like the worker to show them, allowing them to make a better, earlier assessment of the situation.

AR can be used to reduce the risk of losing operational and business knowledge due to having a smaller multi-skilled workforce. Bassan et al (2008) presented the approach of using a ‘guild’ for high specialisation knowledge transfer areas. Using an example of geostatistical ore reserve estimation, they suggested that apprentices learning under a master is suitable for developing high level expertise. Using AR, previously retired staff can impart their deep expertise remotely to the level where they can even bring themselves into their apprentice’s environment to demonstrate more complex activities, not dissimilar to the embodied virtual agent (Figure 4), situated in an AR system developed by Thórisson et al (2004). During this process the remote experts can also be leveraged to codify the steps required to complete given tasks using the AR system to automatically capture task requirements.

Figure 4: Embodied virtual agent (Thórisson et al 2004)

Case Study
As part of the CSIRO ‘Transforming the Future Mine’ theme, Alem, Tecchia, Huang (2011) developed ReMoTe (Remote Mobile Tele-assistance), a mobile AR system for remotely guiding workers. The project focused on specific industry maintenance...
challenges such as operator/technician reliance on remote experts due to the operation and maintenance of new complex pieces of equipment that are fully automated and semi-automated.

ReMoTe projects the hand gestures of a remote helper onto a near-eye display worn by a worker. In addition to simple pointer functionality, the hand gestures allow the expert, often located in a major metropolitan city, to demonstrate how to perform specific complex manual procedures for workers located on site.

As part of the system the team created:
- A helper user interface used to guide the worker remotely via a touch screen device and an audio link, and
- A mobile worker system composed of a wearable computer, a camera mounted on a helmet and a near-eye display.

Design considerations included support for complex hand movements, worker mobility between tasks and a panoramic view providing the ability for the remote helper to point/gesture outside the worker’s field of view. Another valuable design addition was the four storage areas located on the sides of the helper user interface. The shared visual space allows short cuts for the helper, for example creating a “copy the current image of the stream” or taking “snapshots of locations/objects that are recurrent in the workspace” (Alem, Tecchia, Huang 2011).

A number of design iterations were performed while testing three maintenance and repair tasks: repairing a photocopy machine; removing a card from a computer motherboard; and assembling a LEGO toy. The user tests found the system intuitive and easy to use with no discomfort on the near-eye display of the worker system reported.

“...operator’s attention can focus on the task at hand without having to assimilate masses of peripheral and marginally important information, the result will be better equipment productivity, higher utilisation, lower maintenance costs and most importantly, improved safety.”

Figure 5: ReMoTe by Alem, Tecchia, Huang (2011)

OPERATOR GUIDANCE
The results of operating mining equipment poorly are breakdowns, downtime and lost productivity. Safety is also more likely to be compromised through unexpected equipment failure. If the operator’s attention can focus on the task at hand without having to assimilate masses of peripheral and marginally important information, the result will be better equipment productivity, higher utilisation, lower maintenance costs and most importantly, improved safety.

Equipment operators are increasingly being provided with a multitude of systems to assist them in improving safety, maximising efficiency of operation and minimising wear and tear on the equipment. In addition to the standard gauges and alerts necessary for operating the equipment, it is not uncommon for mining vehicles to be equipped with a bewildering array of systems and screens for purposes such
as collision avoidance, dispatch systems delivering instructions, video cameras for situational awareness, fatigue monitoring of the driver, and guidance systems designed to avoid unnecessary mechanical stresses on the vehicle.

“...automobile manufacturers have been incorporating augmented reality into vehicles for more than 20 years.”

Figure 6: Cluttered operator cabin

Apart from aircraft (which have used heads-up displays for more than 50 years), automobile manufacturers have been incorporating AR into vehicles for more than 20 years. Early in the development of military HUDs, the goal became to centralise critical information into the pilot’s field of vision to improve the pilot’s efficiency, reduce task saturation and information overload. Recently, HUDs on aircraft have been made obsolete, with the latest generation of aircraft like the F-35 using a full AR helmet mounted display (HMD) to replace the traditional fixed HUD.

In addition to ‘tried and true’ techniques used on aircraft HUDs to present information to the pilot, other innovative AR techniques have been investigated and trialled recently to test how best to display information to drivers, operators or mobile users in order to optimise the available cognitive capacity of the operator. All of these innovations combine to simplify the driver’s task by reducing their cognitive load, and draw their attention to hazards that are difficult to perceive.

Figure 7a: AR driver night vision (Bergmeier and Lange 2008)
“The key features contributing to increased safety are improved situational awareness for the operator, reduced cognitive workload and the ability to effectively highlight potential hazards”

Impact of tele-remote operation
The need to de-clutter an equipment operator’s cabin may soon become redundant due to the increase in automation and tele-remote operation of mine vehicles. However, far from reducing the need for AR, this development opens up a range of additional possibilities for integrating more meaningful information for the remote operator.

The tele-remote equipment operator is already, by definition, in a mixed reality environment (with real CCTV footage mixed with virtual dials). With clever user-interface design, additional information sources can be integrated and presented to the operator. The challenge then becomes to both integrate the additional sources of information and to intelligently ‘filter’ the information so that only the most relevant bits are displayed to the operator so they can make the best decisions about the vehicle operation at that moment, without suffering information overload.

Benefits
Integrating AR into equipment operation can be expected to improve safety and increase productivity. The key features contributing to increased safety are improved situational awareness for the operator, reduced cognitive workload and the ability to effectively highlight potential hazards, such as a vehicle or person approaching the vehicle in a blind spot. Rather than diverting their attention to mirrors and CCTV systems regularly to check for the potential of a hazard, the driver’s attention can be immediately drawn to the hazard only when needed.

Case Study
The operational life of mining shovels is commonly reduced due to poor operation. The root cause of the problem is the tendency for shovel operators to commence a swing while the bucket is still dug into the muck pile. This results in excessive stresses on the shovel (leading to long-term damage) but no perceptible movement (so the operator is frequently unaware of the overload). Over time, the interval between overhauls is reduced and the time between failures is reduced. In economic terms, this means higher maintenance costs, and lower than expected equipment availability and lost production opportunity.

Many operations recognised the problem, but for those willing to tackle the situation, the best method available was to gather onboard statistics, analyse them offline, and (if possible) correlate the statistics to the machine operator. At the very best, the operator might finally be presented with the statistics to help them improve their operating techniques many days later.
The CRC Mining developed a system that displays a graphic indication directly to the driver, in real-time, as they operate the equipment. Behind the display, the system is performing real-time analysis of data from sensors on the shovel. The immediate analysis and feedback loop allows the operator to take appropriate action to reduce stress on the equipment. Field trials generated reductions of ‘swing-during-dig’ of between 47% and 69%, as well as decreased dig cycle times (Hood 2004).

TRAINING
AR presents interesting opportunities for making training more effective, realistic and cost effective. Virtual reality (VR) has been used effectively for training, both in the mining industry and other areas for many years; however, there has been an increased uptake in the last five years due to convergence of gaming technology and low cost computer graphics hardware. Examples of the use of virtual reality for mine site training in main-stream use already include:

• Immersive Virtual reality ‘caves’, in which small groups of trainees can be fully immersed in a realistic, 3D environment, such as those constructed at the Newcastle Mine Rescue Centre and UNSW (Stothard, Galvin, Fowler 2004).
• PC-based 3D training programs which allow trainees to navigate and interact with a 3D environment (similar to a computer game) to achieve training objectives. Examples include the NIOSH underground map reading and NIOSH conveyor belt training (Lucas, Thabet, Worlikar 2007).
• Equipment simulators for training machine operators, such as haul truck, shovels and dozers.

Benefits
AR offers significant advantages over virtual reality as it allows the training to occur in a real-world environment, but can simulate virtual scenarios. As a comparison, immersive virtual reality ‘caves’ are currently used by emergency response teams - the trainees enter the ‘cave’ wearing full fire fighting apparatus and carrying real tools and equipment. They respond to the training situation within the confines of the cave, which has several key limitations: the team must keep together in a close group while in the cave; realism is lost if they are not facing the outer wall of the cave; the entire environment is virtual; interaction with the environment is necessarily limited and only small handheld apparatus can be carried into the cave. Finally, the whole team must physically travel to the training facility, usually located in a major urban centre and therefore requiring significant travel time and cost for workers located on remote mine sites.

By contrast, consider an AR training simulation taking place on a mine site. The emergency response team would don AR headsets on the actual mine site, perhaps at the mine rescue shed. The team would drive real emergency response vehicles to a virtual fire which they can all see. Real world tools and equipment (including fire trucks, ambulances, fire apparatus, etc.) can be used in the training scenario. ‘Real’ water can be sprayed onto ‘virtual’ flames. The trainees can operate effectively as a team, using real communication tools like phones, radios and visual cues. The team can approach the emergency situation from all angles, including climbing ladders and walkways (as they are not confined to a virtual reality ‘cave’). The primary benefit would be the realism, accuracy and ability to make use of real tools and equipment in the training environment. Secondary benefits would be: reduced training costs due to no travel to a dedicated facility; repeatability of training scenarios and reduced capital cost as no dedicated facility is required to house a VR ‘cave’.

Case Study
The U.S. Navy Research Laboratory, Washington, has developed an AR battlefield training system (Brown et al, 2004). The system helps trainees in military
operations urban training scenarios, and allows a trainee, wearing full military gear and carrying real weapons, to participate in effective combat training. Inside their backpack, the user is carrying a small wearable computer, tracking devices, and wireless communications, which are all connected to a see-through head mounted display. Using AR, virtual enemy forces (or ‘Computer Generated Forces’ - CGF) are realistically inserted on the head mounted display and trainees engage the virtual enemies in combat. By connecting to a central combat simulator, all the virtual enemies behave intelligently to create a realistic scenario. Finally, a ‘weapons tracker’ allows the system to know where the weapons are being pointed and fired.

The use of AR provides several advantages to other training methods available. In traditional ‘blue force’/‘red force’ training games, twice the man-power is required in order to make up the ‘red’ team. The scenario is also not completely repeatable due to human factors, and there are issues using simulated munitions (including injuries, set up of the environment and cleanup). Virtual reality training environments have in recent times been used for military training exercises. While the VR environment is safe, controlled and repeatable, it has a number of other drawbacks. For example, many of the real-world cues are not well simulated, special equipment cannot be easily moved into or operated in the immersive simulator, and the simulator does not allow for completely realistic navigation.

**INCIDENT INVESTIGATION**

Reconstructing the lead up to a major incident can be vital to correctly identifying the root causes and thereby preventing a recurrence. Physically inspecting and experiencing the environment is vital to understanding the decisions made in the lead up. Unfortunately, it is not always possible or practical to experience the situation as it was – for example in extreme cases, structures may be partially destroyed, or it may simply be that placing all the personnel and equipment in their required positions is more time consuming and expensive then the severity of the incident warrants.

Shea (2011) has proposed the development of an AR application for event reconstructions in incident investigations on mine sites. Incidents can be recreated and replayed to gain a better understanding of the contributing causes to incidents and near misses. For example, the location and movements of personnel and equipment could be recreated virtually. The investigator, present at the real scene, could recreate and play or pause the movements of virtual personnel and equipment immediately before the incident to gain a deeper understanding of the root causes. This could provide new perspectives as to the causes of major incidents and speed up incident investigations, thus both improving safety outcomes and allowing work to safely resume sooner.

The technology required to conduct an incident investigation with AR on a mine site is similar to that currently applied in manufacturing and engineering for mixed-reality prototyping. Mixed-reality prototyping is a commercialised and relatively mature technology where virtual components are designed and then modified around real-world environments. For example, using commercial products such as Mataio Engineer, engineers can ‘see’ the proposed layout of pipes and cable trays within an existing facility.

“Incidents can be recreated and replayed to gain a better understanding of the contributing causes to incidents and near misses.”
Case Study

Massachusetts Institute of Technology (MIT) have developed an AR system to aid in the teaching and understanding of historical events. In the system, participants walk around present-day Lexington, Massachusetts, with the objective of trying to discover who fired the first shot at the 1775 battle of Lexington. The participants are equipped with wireless hand-held devices that convey information from the perspective of one of four historical figures.

Participants discover and gather evidence while simultaneously experiencing the physical site of the battle. Information on the hand-held device is triggered by the location at which the participant is standing. The game helps participants to gather, evaluate, and interpret historical information, devise hypotheses and counter-arguments, and draw informed conclusions about events that occurred in the past (Schrier 2005).

CONCLUSION

Faced with significant growth opportunities and challenges, the global mining industry is at an operational crossroad. While AR will not be a silver bullet, as we have demonstrated, it does provide a number of opportunities to present timely, in-context information that can improve productivity and spark insights. For example AR can be used to increase productivity in MRO activities and through enhanced remote collaboration experiences; and AR will mitigate knowledge loss within the workforce.

There are many approaches to augment the world with additional information. As such, it will be important to keep track of academic and commercial AR developments and related research area such as Haptics which allows users to ‘touch’ virtual data. In the near future we may live in an almost completely augmented world. However, in the short term the challenge will be to target specific, extremely high value applications, some cases in collaboration with partners and industry, in others, kept confidential due to their highly strategic nature.

The mining industry is well positioned to become an early adopter of AR technology to address current operational challenges. As the mining industry transitions to the network centric mine of the future, typified by increased levels of automation and remote operations, AR is likely to become a ‘business as usual’ technology required as a key enabler of the aspirational operating models being proposed.
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